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Polarity (Valence) and Importance (Vote)

+  “Polarity” of online review
— Some reviews have a negative impact on firm performances
+ Volume, Variance, and Valence need to be considered (Dellarocas et al. 2003)
— Positive reviews have a positive impact on market outcomes and vice versa
. %%e1\/25;|ier and Mayzlin (2006), Liu (2006), Moe and Trusov (2011), Moe and Schweidel

— Review polarity depends on the products
« Burns and Hou, (2017), Schoenmueller, Netzer, and Stahl (2020)
+  “Importance” of online review
— Viewers can vote and see how many votes have been cast
* Mudambi and Schuff (2010), Lu, Wu, and Tseng (2018)
— Viewers prefer posts attract many votes
+ Egebark and Ekstrom (2018)
— Associated with actual corporate financial performance
+ Ding, etal. (2017)
* Necessary to consider both valence and vote together

— Interactivity (sociality) of UGC as one of the open issues for digital marketing (Kannan
and Li, 2017)

— Several studies have presented models to analyze valence and text simultaneously
(e.g., Blischken and Allenby 2016, 2020)

-

Model

»  Three Components of the model
1. Text
2. Valence, the rating score
— used as useful information to examine market trends even before the
development of text analysis methods (e.g., Ansari, Essagaier and Kohli
2000).
3. Vote, the number of “helpful” votes
— The reviews by viewers (Mudambi and Schuff 2010)

* Index

— N: The total number of tokens (individual words) observed in all
documents

— D: the total number of documents (reviews)
— K: the number of potential topics needs to be determined by the analyst

Writers’ Valence

* yaq;: Rating of perspective j of review d
— if the data is collected on a 5-point scale in item j, define Q; = 4 and
yaj €{0,1,2,3,4}
Yaj ~ Binomial(Qj, Paj),
K

T C,
baj = 1_[ b
k=1

* ¢4: the K-dimensional parameter

0, else
* ¢y, parameter that influences the height of item j’s score obtained
for each topic.

» Expected value of the score of item j of the review belonging to topic
kis de)k]

o = {1, if document d belongs to topic k
ak =

Introduction

* CGM (consumer generated media) influence firms’ financial
performance
- ?égbé))hevalier and Mayzlin (2006), Dellarocas, Zhang, Awad (2007), Liu

* GGMs for consumers and firms

— Spread their product information without additional financial costs (Tirunillai
and Tellis, 2014)

— Effective source of information for firms to obtain external evaluations of
their products (Dellarocas 2003).

+ Consumer reviews are written in natural language

— Some analytical frameworks are presented recently (Berger et al. 2020;
Humphreys and Wang 2017; Balducci and Marinova 2018)

* Itis necessary to understand some other characteristics of consumer
reviews
— Polarity and Importance

=< "

Collective Evaluation for CGM

+ Valence reflects the sentiment of reviews
— (e.g., Blei and McAuliffe 2010; Tirunillai and Tellis 2014)

— Difficult to accurately determine the impact on financial outcomes (e.g.,
Chevalier & Mayzlin 2006; 2006; Moe and Trusov 2011).

» \Vote is an indicator to examine the quality of reviews
— (Mudambi and Schuff 2010).
— This “double voting” mechanism: a fair indicator
— (Mayzlin, Dover, and Chevalier 2014).
— Collect vote from others also increases trust
— (Egebark and Ekstrom 2018; Ding, et al. 2017).

« Impact of review on the market is different
— Necessary to separate important topics from less important ones (Mimno et
al. 2011)
— Incorporating this valence/vote in the topic model, we can select important
topics

-
Review Text
* w;: i-th observed token (word)
_ )1, if the word v is observed in token i
Wiy =10 else
w; ~ Categoricaly (;)
K
P = Jwis,
k=1
* z;: K-dimensional parameter
1, if token i belongs to topic k
Zik =
0, else
* 1y, a parameter which obtained for each topic.
-

Viewers’ Vote

* 14: The number of “helpful” ratings by viewers
— a natural number greater than or equal to zero
— assume a negative-binomial distribution NegBin(-).

a4 ~ NegBin(%q, pa)

K K
Pa = npzdkr‘fd = n‘fyidk
k=1 k=1
*  cqi: a parameter that indicates the topic assignment of document d,
* Note: The negative binomial distribution of 7, = 1 is equivalent to
the geometric distribution.



Model (Directed Acyclic Graph)
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Writer’s Valence

Viewers’ vote
Number of vote by viewers who
evaluate the review was “helpful.”
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Regression for Salient Topics

Explanatory variables
— LatestModel: 1 if the model to be reviewed is the latest and 0 otherwise,
the
— Writers’Experience: the number of submissions within the past three
years by review writers (add 1 and take the logarithm)
— LatestModel: 1 if the review is about a new model
— #ofWords, #ofWords? : the number of words in the review, curve linearly
related to helpfulness for readability (Agnihotri and Bhattacharya 2016)
— In addition to these variables, incorporate the dummy variables of the
models (products) as a random effects
Model:
log(0qi) —log(Bq0) = Aook + Z ModelDummy gm Azmy
m=1
+LatestModely A3, + Writers'Experiencegdyy,
+#ofWordsyduy, + #ofWordsids, + g, k € S

00 04 08
Expected Valence
Pk

Data Description

Data: collected from Kakaku.com (https://kakaku.com/)
A consumer review site mainly written in Japanese with a long history
— The website launched in 2000
— The global No. 1 in the “E-commerce and Shopping > price comparison”
category in September 2021 (Similarweb, https://www.similarweb.com/),
— The ranking of all websites, ranks 328th in the world, and 33rd in Japan.
— Tanked 441st in the world and 36th in Japan (Alexa ranking,
https://www.alexa.com/).

Reliability of the Source
— A market survey has shown that online review platforms have fewer
manipulated posts than shopping platforms
— Trustworthiness of reviews is one of the major issues, such as fake reviews
and manipulated reviews
* (e.g., Chen, Guo and Huang 2021; Mayzlin, Dover, and Chevalier 2014)

-

Apple iPhone Reviews (D;pjone = 6922)

miPhone3G =iPhone3GS miPhones
miPhone6 miPhone6Plus .

iPhone8Plus iPhoneX o P x
miPhone11ProMax  WiPhone2 iPhonet2mini iPhone12Pro iPhone12ProMax

Regression for Salient Topics

Examine the factors affecting 6,
Problems in assuming
— Constraint and Efficiency of Estimation

B4 is the probability of topic affiliation, so there is a constraint that ¥X_, 6,4, = 1.

— Mimno and McCallum (2008), Blei and Lafferty (2006) Blschken and Allenby (2016),
Liu and Toubia (2018), Toubia, et al. (2019)

— Compatibility
« Cannot not determine in advance which words will be classified into which topics
Quality of topics
« Acertain percentage of topics are considered poor and have low informational
value (Mimno, 2011

Focus only on the helpful Salient Topics
« Based on the aggregate demand model (Berry 1994)
— §: set of helpful salient topics,
— S¢: set of other topics,
— B40 = Xgescbar: the base topics
log(64x) — log(840): Dependent variable

Result of Regression: Apple iPhone Series

,

Negative-Helpful

e e e shou\d wrong, opinion, useless, 1 X 0015
special, else, particularly, think (-0.076 (2.016) (0.183)
apple, support, replacement, store tell, care, break, say, ask,

sometimes, o
issue, frequently,

P performance, pri

-0.030
(-3.061)
-0.042
(-4.210)

0.028 ***
(4.086)
0.022 **
(3.206)
0.040 *** -0.009
(5.872) (:0.960 )
camera, image, mode, lens, wide, night, angle, video, digital, -0.007 0.040 673 *** 0.067
shoot, even, can (6.748)

0.057
Taiair. replace, agan (0.687)
, moment, freeze, seem, then, happen, 0.016
. Stop (-1599)
late, series, cheap, camera, high, enough,
Spec, expensive, low, size

Positive-Helpful

n g5, shape, much, become, wel folder, fast, design, os5, make,
lat, ios4

high, level, excellent, resolution, term, texture, especially,
perfection, complete, ease, performance, functionality

touch, ipod, us
iy

0,073
(-7.412)

switch, docomo, decide, mnp, get, lose, worry, decision, glad,
end, family, factor
e, panel,compare, converient, own, nano, 4th,

can, apps, app, a\sn lot, own, many, fun, enjoy, useful, make,

customize (2.309) (-3.413) (1.987) (-4.558 )

Note)
The model incorporating the intercept, and model (device) random effects.

1: p<10%,

*: p<5%, **: p<1%, ***: p<0.1%.

Model summary statistics: R? = 0.170, Adj. R? = 0.166, and F-value = 44.15 (p<0.001).



Finding Influential Users by Topic in Unstructured

User-generated Content

Mirai Igarashi*  Kunpeng Zhang!  P.K. Kannan!  Nobuhiko Terui®
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1 Introduction

This study addresses two critical limitations in the extant research on social influence, which
is the concept that consumers effect each other’s behavior. First, despite a vast amount
of literature on social influence, few studies have developed models for unstructured user-
generated content (UGC), such as text and images, influenced by others’ contents. Most of
the research has examined the structure of consumer behavior influenced by social interaction
in terms of the numerical aspects of consumer behavior, such as the volume or binary of the
focal behavior. However, since people get a lot of information from nonnumerical content
in social media, analyzing how the generated unstructured content influences on other users
and how the generated content changes while being influenced by other users are important
research topics. Second, in this study, social influence is estimated heterogeneously for each
edge and topic of content. Previous studies have examined various moderators that could
change the level of influence such as types of connections (Iyengar et al., 2011) and consumer
attributes (Wang et al., 2013). However, assuming different social influence for each edge is
the strongest assumption and includes all the possible moderators in the previous studies.
In addition, we consider that the influence on the behavior generating content varies with
the topic of the content, just as the influence on purchasing products varies with the product
characteristics (Park et al., 2018). These assumptions allow us to determine who has a strong

influence on the network at the level of edges and by topic.

*Faculty of Business Science, University of Tsukuba

TDecision, Operations and Information Technologies, Robert H. Smith School of Business, University of
Maryland

fMarketing, Robert H. Smith School of Business, University of Maryland

$Graduate School of Economics and Management, Tohoku University



2 Model

The observed UGC data is assumed to be decomposed into multisets of the smallest unit
constructs (e.g., words in a text and objects in an image) disregarding the order of the unit
but keeping multiplicity. In the following, we denote the UGC data as W = {w,;}, where
u and ¢ refer user and time points, respectively, and w,; = (Wy1, - - - ,wutNm)T (Ny: denotes
the number of constructs). We also observe the following relationships among social media
users, and the set of users that user u follows is represented by F,.

First, we introduce the generative model for the elements of UGC following the con-
ventional topic model. The proportion of topics included in the contents generated by the
user u at time t is represented by a topic distribution, 6,,. The latent topic behind w,;
is thought to be determined from a categorical distribution, z,; ~ categorical(f,;). When
the topic assignment is given, the corresponding w,,; is also generated from a categorical
distribution, wyy; | 2w = k ~ categorical(¢y). ¢y is a element distribution, which represents
the generative probability of elements in the context of topic k.

Next, we incorporate the dynamic changes in users’ interests and the influence of friend-
generated contents on these interest levels. The topic distribution, 6,,, has the following

hierarchical structure.

eXp(T’utk)
Ouih = =————F——, utk ~ N (Autr, 1 1
tk Zk’ eXP(??utk/) Nutk ( tk ) ( )
Autk = Qi * Nut—1k + Z Bufk “Nfe—1k + Ve + duk (2>
feFu

Bugk represents the lagged social influence of friend f whom user u follows on the interest of
user u in topic k, and it varies depending on the topic as well as the network edge. ~;, and
O are time-topic and user-topic fixed effects controlling for common shocks at a specific

time and each user’s intrinsic preference for a specific topic, respectively.
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Does Deregulation of Health Claims on Functional Food

Package Design Change Consumers' Purchase Behaviors?

Hiroshi Onishi?, Tokyo University of Science

Masakazu Ishihara, New York University

Abstract

Japanese government deregulated health claim legislation for functional food products in
April 2015. A new healthy food category, called “Kinousei (Functional-food)” brands, was
introduced in addition to the incumbent category of “Tokuho (Special-health)” brands which
requires more rigid scientific evidences of health effects for an official approval. This research
investigates the effects of the health claim deregulation for the functional food products to
consumers' purchase behaviors, for example, whether people have bought more volumes and
switched to the healthy claimed products, or they have not changed their purchase behaviors,
and which types of consumers are vulnerable to the health claims of food products. In addition,
this study also examines what kinds of product package designs are perceived as healthy
image by consumers.

We use a purchase panel dataset of functional yogurt products in Japanese market to
investigate our research questions. We apply the deep learning framework of the
BrandImageNet model (Liu et al. 2020) in order to evaluate the health image of product
packages among more than one thousand of the yogurt items. Then, we estimate the
difference-in-difference regression with cluster-robust inference by Cameron & Miller (2010)
to investigate the effect of the health claim deregulation for the Kinousei brands and the

consumers’ healthy image perception to the product package designs on consumers’

1 All correspondence may be addressed to the first author at hohnishi@rs.tus.ac.jp.




functional yogurt purchase behaviors by comparing the Tokuho brands as a control group
between pre and post periods when the deregulation was in force in Japanese market.

We find the positive impacts of the health claim deregulation and healthy package
design images among only consumers whose wellness consciousness is low, which results in
switching their purchase products from normal brands to health claimed the Kinousei brands.
Whereas, consumers with high wellness consciousness have not changed their purchase
behaviors to keep buying the Tokuho brands. We then also discuss managerial implications

for functional food manufacturers.

Keywords: Health Claims,; Package Design, Functional Foods; Deep Learning; Difference-in-
Difference (DiD); Error Correction Models



Statistical model for article citation
network in Web of Science

Yuichiro Yasui
The Graduate University for Advanced Studies, SOKENDAI, Tokyo, Japan

Junji Nakano

Chuo University, Tokyo, Japan

Abstract

We propose a stochastic generative model to represent a directed
graph constructed by citations among academic papers, where nodes
and directed edges represent papers with discrete publication time
and citations respectively. The proposed model assumes that a cita-
tion between two papers occurs with a probability based on the type
of the paper, importance of cited paper, and difference between their
publication times. We consider that the importance and type of a
paper are approximated by the in- and out-degrees of the node. In
our model, we adopt three functions: a logistic function for illustrat-
ing the numbers of papers published in discrete time, a generalized
Pareto distribution for describing the out-degree distribution, and
an inverse Gaussian probability distribution function to express the
aging effect based on the difference between publication times. The
model is initiated by analyzing statistics papers assembled from the
Web of Science database. By using the proposed model, we can gen-
erate graphs and demonstrate that they are similar to the original
data concerning the in-degree, out-degree, and triangular distribu-
tions. In addition, we analyze two other citation networks derived
from physics papers in the arXiv database and verify the effectiveness
of the model.



Estimation of High Dimensional Vector
Autoregression via Sparse Precision Matrix

Benjamin Poignard*
Graduate School of Economics, Osaka University and Riken-AIP, Japan

Manabu Asai'
Faculty of Economics, Soka University, Japan

Abstract

We consider the problem of estimating sparse vector autoregression (VAR) processes via penalized precision
matrix. Such matrix is the output of the underlying directed acyclic graph of an indirect form of the VAR
process, whose zero components correspond to zero coefficients in the indirect form. The precision matrix
estimators are deduced from the class of Bregman divergences and regularized by the SCAD, MCP and
LASSO penalties. Under suitable regularity conditions, we derive error bounds for the regularized precision
matrix for each Bregman divergence. Moreover, we establish the support recovery property, including the

case when the penalty is non-convex. These theoretical results are supported by empirical studies.

*E-mail address: bpoignard@econ.osaka-u.ac.jp (corresponding author)
TE-mail address: m-asai@soka.ac.jp
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(Local SIML Estimation of Some Brownian and Jump
Functionals Under Market Microstructure Noise)
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Abstract

To estimate some Brownian and jump functionals from high-frequency finan-
cial data under market microstructure noise, we introduce a new local esti-
mation method of the integrated volatility and higher-order variation of Ito’s
semi-martingale processes. Although it is straight-forward to extend the re-
alized volatility (RV) estimation to more general cases without micro-market
noise, it may not be straight-forward to estimate Brownian and Jump function-
als in the presence of micro-market noise. We develop the local SIML (LSIML)
method, which is an extension of the separating information maximum likelihood
(SIML) method proposed by Kunitomo, Sato and Kurisu (2018) and Kunitomo
and Kurisu (2021). The new method is simple and the LSIML estimator has some
desirable asymptotic properties as well as reasonable finite sample properties.

Key Words

High-Frequency Data Analysis, Integrated Volatility, Separating Information Max-
imum Likelihood (SIML), Higher-Order Brownian and Jump Functionals, Stable
Convergence, Local SIML Estimation
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Deriving Lifetime Value of a Customer Who Exhibits Non-Poisson Purchase
Behavior : Application to Marketing Intervention for Customer Retention

Makoto Abe
The University of Tokyo

In non-contractual CRM where customer withdrawal cannot be observed, the
withdrawal is inferred by using BTYD (Buy Till You Die) models, such as Pareto/NBD.
One advantage of a Pareto/NBD model --- the benchmark for customer-base analysis
--- is that it requires minimal purchasing data from customers, namely recency and
frequency. The tradeoff is the model posits strong assumptions on consumer behavior.
Of those, the most restricting assumption is the Poisson purchase, which imposes a
memoryless purchase process, implying that purchase occurs independent of the
previous interpurchase time. The assumption is appropriate when purchases involve
a wide variety of categories, such as purchases at a department store or an online
shopping mall, since transactions tend to occur randomly. However, when
transactions occur cyclically, for example, by focusing on a narrower product category,
this assumption may not be satisfied. Furthermore, Pareto/NBD assumes that the two
gamma distributions for the purchase rate and the withdrawal rate are independent.
This ignores the association between the purchase behavior and the withdrawal

behavior.

This research proposes a general purchase model that can accommodate either
memoryless or cyclic pattern, which is then applied to customer-base analysis. Similar
to the Pareto / NBD model, which has abundant previous research, it is assumed that
the withdrawal is random and the amount per transaction follows a lognormal
distribution within a customer, while a logistic threshold model captures the purchase
periodicity. The proposed model (1) provides customer-specific measures for
transaction cyclicity and lifetime value, (2) permits more accurate estimation of
individual probabilities of being active, (3) results in a more reliable estimate for

customer-base.

In the empirical analysis, customer transaction data from a hair salon was used to

compare the individual model assuming random purchase and the aggregate model



(Pareto / NBD) based on the mixture distribution. The proposed model was superior to
these two models in terms of prediction and parameter stability. Furthermore, as an
application to customer retention strategies, the optimal intervention level that

maximizes the increase in lifetime value was calculated for each customer.

Keywords: Customer Lifetime Value (CLV), BDTY Model, Random Purchasing,
Periodicity, Pareto / NBD, Poisson



Discrete Choice in Marketing through the Lens of Rational Inattention

Sergey Turlo, Matteo Fina, Johannes Kasinger, Arash Laghaie, and Thomas Otter

Goethe University, Frankfurt

Models derived from random utility theory represent the work-horse methods to learn about
consumer preferences from discrete choice data collected in experimental and observational
settings. However, a large body of literature documents a variety of behavioral patterns that
cannot be captured by basic random utility models, and that require different non-unified
adjustments to accommodate these patterns. In this review article, we illustrate how a discrete
choice model rooted in rational inattention (RI) theory nests a significant set of these patterns.
We present illustrative simulations, discuss extant empirical work using experiments and
observational data, and suggest how to develop an Rl model for the analysis of discrete choice
among multiple alternatives described along multiple attributes as encountered in prototypical

discrete choice experiments and choice-based-conjoint analysis in marketing and economics.



Service Economy and Data Science

Nobuhiko Terui
Tohoku University

I present what I believe as necessary and important approach on the data science in service-
oriented economy (service economy in short),
where I focus on

I. Personalization - heterogeneity modeling

II. Large scale data - high-dimensional sparse modeling

III.Network and UGC data - community detection using network and user generated

contents in social media.

I explain the statistical and marketing models on these topics by the retrospective review of

our works and conclude by stating current and future research.



A Choice Model of Utility Maximization

and Regret Minimization

Abstract

Consumers often try to achieve multiple goals when purchasing products and services, where
choices are sought that maximize utility and other objectives such as to minimize regret. If
the choice outcomes are associated with high level of uncertainty at the time of purchase,
consumers worry that the alternative of interest may turn out to be not optimal and they
want to avoid this when making a purchase. We first propose a new regret function and
explore its properties. Then we propose a generalized framework of multiple goal pursuit
and apply it to a utility maximization and regret minimization problem. Pareto optimal sets
are an outcome of multiple goal optimization problems where there exists multiple alterna-
tives that are non-dominated. Our proposed framework allows us to generalize a dual-goal
problem as a constrained optimization problem where either utility is maximized subject to
constraints on regret, or regret is minimized subject to utility constraints. The proposed
model fits the data better, provides improved predictions and offers a tractable solution to

a problem of utility maximization and regret minimization.

Keywords: Multiple Goal Pursuit, Performance Uncertainty, Consideration Sets



The Impact of Gig Economy on Product Quality through the Labor Market:
Evidence from Ride-sharing and Restaurant Quality

Minkyu Shin®  Jiwoong Shin"  Soheil Ghili" Jaehwan Kim*

City University of Hong Kong", Yale School of Management', Korea University Business School*

The rapid growth of the gig economy in recent years has transformed many sectors of the
economy. Airbnb has challenged the hotel industry; Uber and Lyft have challenged traditional
taxi companies and curtailed ridership on public transportation. And while these effects of gig
work on direct competitors is very important, more indirect effects also merit attention.

This paper seeks to demonstrate the impact of the gig economy on the local economy beyond
directly related incumbent industries through the labor market. We look at the restaurant
industry as a case study for service sector. We design our analysis around a natural experiment
where, due to regulatory shifts, Uber and Lyft exited the market in Austin, Texas, in May 2016
and returned in May 2017. Leveraging this exogenous exit and reentry, we conduct a series of
analyses to study the relationship between rideshare and restaurant quality. Specifically, we are
interested in examining the following hypothesis: The presence of Uber and Lyft in a city
provides individuals with gig-work opportunities.

We first establish the relationship between the presence of ride-sharing companies and
restaurant quality by analyzing how the quality of restaurant service in Austin responds to the
presence of Uber and Lyft. We employ text analysis and difference-in-difference(DiD
henceforth) approach to determine whether the entry and exit of Uber and Lyft influenced
customer satisfaction with local restaurants. Dallas serves as a control group. We use every
Yelp review of restaurants in Austin and Dallas from 2014 to 2019 to measure quality. This
entails text analysis of each review to capture restaurant quality along two dimensions: service
and food. First, leveraging a difference-in-difference setting, we find that the quality of service
decreases in Austin relative to Dallas with the presence of Uber and Lyft.

Secondly, we carry out our main analysis a second time looking at customer satisfaction with
food quality, rather than service quality, as our dependent variable. We hypothesize that
customer experience with the food quality would be less influenced by the presence of Uber
and Lyft than is the service quality. Employees in charge of the food quality such as chefs
working in the kitchen are not much attracted by the opportunity to drive for Uber and Lyft,
relative to workers such as wait-staff mostly dealing with the service for customers. We
demonstrate that the customer evaluation of food quality does not change before and after Uber
and Lyft’s re-entry to Austin.

Third, we divide restaurants into two tiers based on pricing labels provided by Yelp. One group
consists of restaurants that are assigned a single dollar sign($) in Yelp, meaning they are cheaper.
The rest of the restaurants, those with two or three dollar signs($$-$$$), comprise the second
group. Workers in low-tier restaurants would be paid less, either because their base hourly wage
is lower or their tipped income is lower. Therefore, we expect Uber and Lyft’s impact to be



more pronounced for a single dollar sign restaurants whose service workers are more likely to
be lured by gig-work opportunities. Our empirical analysis confirms this expectation. We find
that the effect of Uber and Lyft in Austin on service quality is significant for single-dollar sign
restaurants. In contrast, we do not find any significant effect for high-tier restaurants.

Next, we directly test our mechanism by examining turnover rates of staff at restaurants by
leveraging a unique worker-level dataset of restaurants in Austin and Dallas from 2014 to 2019.
We examine how the turnover rate of staff in Austin’s restaurants changes with the local activity
of Uber and Lyft relative to Dallas. We find that the turnover rate increases in Austin relative
to Dallas after Uber and Lyft return. Additionally, in the same spirit as the dollar-sign analysis
in Yelp Data, we use the restaurant category information in the dataset to examine whether we
see a similar pattern in the turnover rates for different restaurant tiers. In our hypothesis, we
expect the effect of Uber and Lyft on turnover rates to be stronger for low-end restaurant
categories than relatively high-end restaurants. We conduct separate DiD analyses for each
category and indeed find an increase in turnover only for low-end restaurants. In contrast, we
do not see such a pattern for middle-end or high-end restaurants.

We then delve deeper into the analysis by decomposing the turnover rates into those for “back-
of-house” staff and “front-of-house” staff. The latter group represents those who directly deal
with customers and consists mainly of service staff, whereas the former includes higher-paid
positions such as managers and chefs. The results are consistent with the Yelp review data
analysis: the increase in turnover is observed only for front-of-house workers, while there is no
significant effect for back-of-house staff.

Finally, we check our results by conducting several robustness checks and discuss other
alternative explanations based on demand-side channels. One would expect some other
channels through which the rideshare companies could have impacted the local economy, such
as the demand changes due to the easier mobilization. While we cannot completely rule out all
possible explanations, we show that these alternative accounts cannot fully explain the patterns
observed in our data. We present other evidence suggesting that our findings are more likely to
arise from the supply-side channel through the labor market rather than the demand-side
channels.

Our paper also contributes to marketing literature, especially in service marketing and the role
of employee for customer satisfaction, making a connection between employee turnover and
customer satisfaction about a restaurant’s service quality. This work shows that the expansion
of the gig economy, by providing new work opportunities for low-wage, low-skilled workers,
has far-reaching and significant ramifications on broader industries through the labor market.
As the gig economy expands, as it is predicted to do, understanding these second-order effects
will be critical for the development of effective regulatory policy. Our work focuses on the
hospitality sector, but we consider it a telling case study for the service economy as a whole
and hope it serves as a starting point for deeper study of how the gig work may shape the future
economy.



A Multiple Duration Choice Model for Service Data
Takuya Satomura (Keio University)

Greg M. Allenby (Ohio State University)

The consumption of services often involves the presence of fixed costs that are shared among
services when they are jointly consumed. Lawn care companies, for example, may offer a va-
riety of yard work services (digging, weeding, fertilizing) at discounted rates if they can do
the work during the same visit, and hair salons offer services that, when consumed together,
allow consumers to minimize their cost of travel. Understanding the cost of access and con-
sumption, therefore, requires models where purchase timing and choice are integrated into a
common model of behavior, where the decision of when to purchase and what to purchase are
driven by the same latent utilities. In this paper, the authors propose a competing risks model
that simultaneously captures purchase timing and choice. The model assumes that consumers
sequentially maximize utility and decide to make a purchase when the utility for one of the
inside goods is greater than the utility of the outside, no-choice option. The results of the
empirical analysis indicate that consumer utility for the goods not purchased continues to
accumulate in value rather than resetting to zero, implying that latent, unmet demand is al-

ways present. Implications for maximizing service profitability are explored.

Keywords: Competing Risks Model, Utility Maximization, Fixed Cost, Service Consump-

tion



Robust False Discovery Rate Control via Debiased Rank Lasso

Kazuma Sawaya and Yoshimasa Uematsu

Department of Economics and Management, Tohoku University

1 Model and the Rank Lasso

We consider the high-dimensional linear model

y=Xp"+e, (1)
where y = (y1,...,yn) " is the vector of n independent responses, 3 € R? is the sparse coefficient
vector, X = (X7,... ,Xn)T is the empirically centered n independent observations of p features,

and € = (e1,...,&,) " is the i.i.d. error vector with density function f(-). Let S C {1,...,p} de-
note the set of important variables; i.e., S = {j : BJQ # 0}. Our goal is to propose a robust method
to yield “discoveries” S of S with controlling the false discovery rate (FDR), E [|SC nS|/|S |},

below predetermined level.
Wang et al. (2020) propose the rank Lasso estimator

B = arg min Z’ (Xi—X; )Tﬁ + AllBlh ¢, (2)
BER? n—l Z#J

which is robust to heavy-tailed error distribution such as Cauchy distribution. Using this esti-
mator, we propose a new method for variable selection.

2 New Methodology

We start with removing the bias of B to make it asymptotically normal in a similar way of the
debiased Lasso estimator(Javanmard and Montanari, 2014). Define
' f 2(uw)du 2n(n + 1)

OxX " (2r(®) — (n+1)), (3)

where © is a consistent estimator of the precision matrix © = E[X;X| ]}, e=y - X B\, and
r(-) is the rank. Thanks to the asymptotic normality of /B\]d as shown below, some selection
algorithms with this estimator work well. Specifically we employ the data-splitting method of
(Dai et al., 2020); see Algorithm 1.

3 Theoretical Results
We justify that our Algorithm 1 controls the FDR under the preassigned level.
Theorem 1 Under regularity conditions, we have for any j € {1,...,p},
V(B = 8)) = Z; + A, ()
where Z = [\/12n [ f*(u) 1@TS( ) and A is some remainder such that

Zj £> N <0, ml(u)du]Z@jj> ) HAHOO = Op(l)'



Algorithm 1 FDR control via a single data split with the debiased rank Lasso

1. Split the data into two groups (y™), X)) and (y®, X?)), independent to the response
vector y.

2. Estimate (3) for each group as impact coefficients Bd(l) and Bd(z) with some (:)(1), 0?2 on
each part of the data.

3. Calculate the mirror statistics

M; = sign (3*0 5 g (|50, |5*)),

where function g(u,v) is non-negative, symmetric about u and v, and monotonically in-
creasing in both u and v.

4. Given a designated FDR level ¢ € (0,1), calculate the cutoff 7, as:

7, = min {t >0: F/]iD(t) = ##{:g,j: :]%j><t;\t/}1 < q} :

5. Select the features {j : M; > 74}.

Theorem 2 For any designated FDR level q € (0,1), assume that slogp < /n and that there
exists a constant ty > 0 such that P(FDP(t;) < q) — 1 as p — oo. Then, under reqularity
conditions, we have

limsup FDR(71,) < q.

n,Pp—r 00

In the presentation, we will confirm the validity and robustness of our procedure through
numerical experiments.
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Innovation algorithm of fractionally integrated (/(d))
process and applications on the estimation of parameters

Junichi Hirukawa* and Kou Fujimori
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1 Introduction

The long memory phenomena frequently occur in the empirical studies of various
fields. The fractionally integrated process is the one of the suitable candidate which ap-
propriately represents the long memory property. There are two recursive algorithms
for determining the one-step predictors of time series, that is, the Durbin-Levinson
algorithm and the innovation algorithm. The Durbin-Levinson algorithm for the frac-
tionally integrated process is well-known and widely used, which naturally derives
the Cholesky factorization of the inverse matrix of the covariance matrix of the pro-
cess. In this talk, we derive the innovation algorithm for the fractionally integrated
process. The result is also applied to the derivations of the Cholesky factorization of
the covariance matrix and the Gaussian likelihood of the process in the explicit forms.
Moreover, the asymptotic theory of Gaussian maximum likelihood estimator (GMLE)
is derived in terms of the innovation algorithm.

In this talk, we consider one of the long memory process so-called the fractionally

integrated (/(d)) process defined by

(1-L)Y'z=¢, (t=1,...n) (1)
and z, = 0, (¢t <0), where d € (—1/2,1/2), (d # 0), L is the lag operator and {e;} R
(0,0%).
There are two recursive algorithms for determining the one-step predictors z,, 1,7 >
1 defined by

) 0 ifn =0,
Tpy1 =
PHnl'n_H if n Z 1.

One of which is the Durbin-Levinson algorithm and the other is the innovation algo-
rithm. The Durbin-Levinson algorithm for /(d) process is well-known and widely used
(see e.g., Hosking (1981), Brockwell and Davis (1991)).

On the other hand, the second recursion, which is so-called the innovation algo-
rithm, for I(d) and ARIM A(p, d, q) processes have not been established.



While the Durbin-Levinson algorithm gives the coefficients of 1, .. ., z,, in the rep-

resentation
n
Tnt+1 = E ¢n,jxn+lfj7
=1

the innovation algorithm gives the coefficients of the “innovations”, uj_, = (z; — i;),

= 1,....,n,in the orthogonal expansion
j ) 9
n n
Bt = ) Ong (Tns1y = Bnsrg) = Y Onjuis ;.
j=1 j=1

Defining 6,y = 1, we can also have an innovations representation of z,,, itself, that is,
-, xr
Tp1 = E en,j (l’n+1—j - $n+1—j) E ‘gn,junfj-

Then, we have the Gaussian log-likelihood of I (d) process for 8 = (d, o%)'

ue):z@ta%::—Zk%{%ﬂ-—;ijk%Vf1“”";§:%Zfﬁig’

Jj=1

()

where u,, = 2,11 — 2,11 is the zero mean uncorrelated process with F (u?) = v,,.

Theorem 1. Let {z;} is the Gaussian I (d) process defined in (1) with d € (—1/2,1/2),
(d+#0). And let 8 = (07, 82> is the Gaussian MLE (GMLE) of @ = (d, 0?)" which maxi-
mizes the Gaussian log-likelihood (2). Then, the GMLE 0 has consistency, that is,

020,

where 8y = (dy, 02)" is the true value of 6.
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Ensemble learning has emerged and been extensively studied by many in the past few decades
(e.g., Dasarathy and Sheela (1979), Schapire (1990), Ho (1995), and Breiman (1996)), with its
popularity recently skyrocketing (e.g., Lu and Van Roy (2017), Yu et al. (2018), Qi et al. (2019),
and Tian and Feng (2021)). Mendes-Moreira et al. (2012), Sagi and Rokach (2018), and Dong et al.
(2020) are some recent comprehensive surveys. The general idea of ensemble learning is to combine
the predictions obtained from different learning methods (hereafter, base machines), or predictions
based on different subsamples or different feature spaces, in order to improve prediction performance.
Bagging, stacking, and boosting are three prominent examples. In bagging (Breiman, 1996) and
stacking, base machines are first run in parallel and independently, and then the final prediction is
constructed as a simple/weighted average of the predictions from these base machines. In boosting
(Schapire et al., 1998), the base machines work jointly in a top-down manner. In all three algorithms,
the output from each base machine is fixed after being calculated. Like human collaboration, an
idea that may yield potential improvement is to let different kinds of base machines communicate
with each other and update their outputs after observing the predictions of the other base machines.
Based on this idea, we propose the Machine Collaboration (MaC) ensemble learning framework with
heterogeneous base machines, where the word heterogeneous stands for that the base machines are of
different types (e.g. DT, DNN, Ridge Regression). Compared with bagging, stacking, and boosting,
MaC has the following desirable features. Figure 1 provides the schematic for bagging, stacking,
boosting, and MaC. As illustrated, bagging and stacking are parallel & independent, boosting is
sequential & top-down, while MaC is circular & recursive. In the framework of MaC, base machines
work in a circular manner. Further, the circulation goes multiple rounds. Valuable information is
passed recursively through base machines around a “round table", but not top-down. In this process,
the base machines update their structures and/or parameters once in each round, according to the
information received from the other machines. We demonstrate that MaC can deliver competitive
performance when compared with the base machines or other ensemble methods.
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Figure 1: Bagging, boosting, and machine collaboration
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Product Embedding for Large-Scale Disaggregated Sales Data

Yinxing Li and Nobuhiko Terui

Marketing data are expanding in several modes nowadays, as the number of variables
explaining customer behavior has greatly increased, and automated data collection in the
store has also led to the recording of customer choice decisions from large sample sizes.
Thus, high-dimensional models have recently gained considerable importance in several
areas, including marketing. Although some models, such as Prod2Vec, involve various
marketing variables such as price and customer demographic data, the role of the
variables in forecasting is still not discussed. In light of the limitations mentioned above,
our study not only aims to propose a model with better forecasting precision but also to
reveal how customer demographics affect customer behavior. we propose a Bayesian
Word2Vec based framework that incorporates marketing variables and environment by
considering following situations in our model.

When considering the market basket, our study incorporates the receipt vector into

the model as the prior information of each purchased product in a basket, which means a
preferred purchasing pattern for a certain shopping. It assumes that the customer will
consider the whole purchasing context before choosing a product. We also assume a state
space model for the receipt vector through the trips for each customer. We use the
weekday, promotion information as the data for the state space model for higher
interpretability of the prior structure such as the purchasing scenarios of each customer.

Besides, we consider the purchasing probability of a certain product conditional on an
existing market basket is influenced by the following three factors - 1) The compatibility
with the marketing basket, which is represented by the inner product of product
vectors, 2) customer utility for the product, which incorporate the customer
heterogeneity structure, and 3) Thinking ahead algorithm, which represents one-step
ahead forecasting before purchasing the product.

Our proposed model contributes both to higher precision for forecasting by
incorporating the marketing environment and customer heterogeneity into the model, and
better interpretability. We use receipt data from a retailer for our empirical analysis,
containing the information of customer demographic, promotion and other marketing
information. We show not only the effectiveness of marketing environment for the
forecasting by using the Hit Rate@K for the hold-out sample comparing to the several
benchmark models , but also the high interpretability of our proposed model in the
empirical study.
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