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1. Introduction

We define three-dimensional space forms as the unique complete simply-connected
3-dimensional Riemann manifolds R3, H3 and S3, of constant sectional curvature
0, -1 and 1, respectively. A more concrete description of space forms is given in
Section 2.

Bubbletons in R3 have been closely examined in [26], [17] and [24]. In this
paper, we analyze bubbleton surfaces in all three space forms R3 and S3 and H3,
using the DPW method. Bubbleton surfaces are CMC surfaces made from Bäcklund
transformations (in Bianchi’s sense) of round cylinders. The surface is shaped like a
cylinder with attached bubbles, thus it is called a bubbleton. The parallel constant
positive Gaussian curvature surface of the bubbleton is well known. It was first
found by Sievert [23], thus it is called the Sievert surface.

With respect to the DPW method, the Bäcklund transformation is a dressing
action on loop groups and this dressing action is described by elements of the
simplest possible type like those of Terng and Uhlenbeck [25]. Using these elements

we find an explicit immersion formula and solve the period problems
for bubbletons in R3 and S3 and H3.

More generally, we can do the Bäcklund transformation for any surfaces. So

we can solve period problems for the Bäcklund transformations of
general Delaunay surfaces, which we do here.

In the R3 case, this is also done in [26], [17].
The DPW method was created by Dorfmeister and Pedit and Wu (see [8]) for

making CMC surfaces in R3. The DPW method uses loop group theory involv-
ing the loop groups ΛSL(2, C), ΛSU(2) and Λ+SL(2, C) to be defined later and
is related to the methods of integrable systems. The DPW method also (equiv-
alently) makes extended frames corresponding to harmonic maps from Riemann
surfaces to the unit sphere S2. Using holomorphic 1-forms, the DPW method con-
structs holomorphic maps to ΛSL(2, C) and after that constructs extended frames
corresponding to harmonic maps. More concretely, one first gives Λsl(2, C)-matrix-
valued holomorphic 1-forms called holomorphic potentials. Next one solves a linear
first-order (homogeneous) ordinary differential equation whose coefficient is the
above holomorphic potential. The solution of this equation is in ΛSL(2, C) when
the initial condition is chosen in ΛSL(2, C). We then decompose ΛSL(2, C) to
ΛSU(2) × ΛSL+(2, C) via Iwasawa splitting, producing an ΛSU(2) element from
an ΛSL(2, C) element. This element in ΛSU(2) is an extended frame of a CMC
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surface. Finally, the Sym-Bobenko formula produces the CMC immersion. The ad-
vantages of this DPW approach are that we can deal with the asymptotic behaviors
and period problems for CMC surfaces.

2. Lax pairs for CMC surfaces in space forms

The arguments in this section are similar to arguments in [1] and [19].

2.1. The space forms. S3, resp. H3, is the unique complete simply connected
3-dimensional Riemannian manifold with constant sectional curvature +1, resp.
−1.

There are a variety of models for describing S3 and H3. S3 is the unit 3-sphere
in R4 with the metric induced by R4, but for viewing graphics of CMC surfaces in
S3, we shall stereographically project S3 from its north pole to the space R3∪{∞}.
For H3 we shall use the Lorentz model:

H3 = {(t, x, y, z) ∈ R3,1 |x2 + y2 + z2 − t2 = −1 , t > 0}
with the metric induced by R3,1, where R3,1 is the 4-dimensional Lorentz space

{(t, x, y, z) | t, x, y, z ∈ R}
with the Lorentz metric

〈(t1, x1, y1, z1), (t2, x2, y2, z2)〉 = x1x2 + y1y2 + z1z2 − t1t2 .

This metric is not positive definite, but its restriction to the tangent space of H3

is positive definite. For viewing graphics of CMC surfaces in H3, we shall use the
Poincare model for H3, which is stereographic projection of the Minkowski model
in Lorentz space from the point (0, 0, 0,−1) to the 3-ball {(0, x, y, z) ∈ R3,1 |x2 +
y2 + z2 < 1} ∼= {p = (x, y, z) ∈ R3 | |p| < 1}.
2.2. Surfaces in the space forms. Before we describe the DPW representation
for CMC surfaces in Section 3, we show here that CMC surfaces in 3-dimensional
space forms are locally equivalent to solutions of a certain kind of Lax pair. Then
proving that the DPW recipe gives all CMC surfaces means showing that it gives
all possible solutions for this certain kind of Lax pair.

Let M be a Riemann surface and let f : M → M3 be a CMC conformal immer-
sion, where M3 is either R3 or S3 or H3. Let Σ be a simply-connected domain
in M with conformal coordinate z = x + iy defined on Σ. We can consider the
restriction f |Σ of f to Σ, i.e.

f = f(z, z̄) : Σ → M3 = R3 or S3 or H3 .

We write f as a function of both z and z̄ to emphasize that f is not holomorphic
in z.

Each of the three space forms lies isometrically in a vector space V : V is just
R3 in the case M3 = R3; V = R4 in the case M3 = S3; and V = R3,1 in the case
M3 = H3. Let 〈·, ·〉 be the inner product associated to V , which is the Euclidean
inner product in the first two cases, and the Lorentz inner product in the third
case. We may also view f as a map into V, i.e.

f : Σ → M3 ⊆ V = R3 or R4 or R3,1 .

The derivatives fx = ∂xf and fy = ∂yf are vectors in the tangent space Tf(z,z̄)V
of V at f(z, z̄). Because V is a vector space, V naturally corresponds to Tf(z,z̄)V ,
so fx and fy can be viewed as lieing in V itself. So fz = (1/2)(fx − ify) and
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Figure 1. CMC bubbletons in R3, S3 and H3. The R3 bubbleton
was first described in [26].
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fz̄ = (1/2)(fx+ify) are defined in the complex extension VC = {c·v | c ∈ C, v ∈ V }
of V with inner product extended to 〈c1v1, c2v2〉 = c1c2〈v1, v2〉 (which we also
denote by 〈·, ·〉 and is not a true inner product on VC ). Since f is conformal, we
have

〈fz, fz〉 = 〈fz̄, fz̄〉 = 0 , 〈fz , fz̄〉 = 2e2u ,

where the right-most equation defines the function u : Σ → R.
There is a natural notion of a unit normal vector N = N(z, z̄) ∈ Tf(z,z̄)V ≡ V

of f , defined by the properties
(1) 〈N, N〉 = 1,
(2) N ∈ Tf(z,z̄)M3, and
(3) 〈N, fz〉 = 〈N, fz̄〉 = 0.

In each space form, the mean curvature of f is given by

H =
1

2e2u
〈fzz̄ , N〉 ,(2.1)

which is constant, by assumption. We also define the Hopf differential to be

Q = 〈fzz, N〉 .

Because f exists as a surface in M3, u and H and Q satisfy the Gauss and Codazzi
equations for M3. For H constant, we will see that the Gauss and Codazzi equations
for M3 remain satisfied when Q is replaced by λ−2Q for any λ ∈ S1 = {p ∈ C | |p| =
1}. Hence, up to rigid motions, there is a unique surface fλ with metric determined
by u and with mean curvature H and Hopf differential λ−2Q. (We use the notation
fλ to state that f depends on λ; it does not denote the derivative ∂λf .) The surfaces
fλ for λ ∈ S1 form a one-parameter family called the associate family of f . The
parameter λ is called the spectral parameter and is essential to the DPW method.

We remark that in the cases of S3 and H3, we will actually be choosing Q so
that it differs from the true Hopf differential by a particular constant factor.

2.3. The vector spaces V in terms of quaternions. Define the matrices

σ0 =
(−i 0

0 −i

)
, σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
.

We can think of Q = spanR{iσ0,−iσ1,−iσ2,−iσ3} as the quaternions because it
has the quaternionic algebraic structure.

2.3.1. When M3 = V = R3, we associate M3 with the imaginary quaternions
QIm = spanR{−iσ1,−iσ2,−iσ3} ⊆ Q by the map

(x1, x2, x3) → x1
i

2
σ1 + x2

i

2
σ2 + x3

i

2
σ3 .

Then for X, Y ∈ QIm, the inner product inherited from R3 is

〈X, Y 〉 = −2 · trace(XY ) = +2 · trace(XY ∗) ,(2.2)

where Y ∗ := Ȳ t. Also, any oriented orthonormal basis {X, Y, Z} of vectors of
M3 ≡ QIm satisfies

X = F

(
i

2
σ1

)
F−1 , Y = F

(
i

2
σ2

)
F−1 , Z = F

(
i

2
σ3

)
F−1(2.3)
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for some F ∈ SU(2), and this F is unique up to sign. In other words, rotations of
R3 fixing the origin are represented in the quaternionic representation QIm of R3

by matrices F ∈ SU(2).

2.3.2. When M3 = S3 and V = R4, we associate V with Q by the map

(x1, x2, x3, x4) → x1iσ0 + x2iσ1 + x3iσ2 + x4iσ3 ,

so points (x1, x2, x3, x4) ∈ V = R4 are matrices of the form

X =
(

a b
−b̄ ā

)
,(2.4)

where a = x1 + ix4 and b = x3 + ix2. That is, they are matrices X that satisfy

X = σ2X̄σ2 .(2.5)

The inner product on Q inherited from V is

〈X, Y 〉 = (1/2) · trace(XY ∗) ,(2.6)

where Y ∗ := Ȳ t. Note that this inner product is the same as in (2.2), up to a factor
of 4.

2.3.3. When M3 = H3 and V = R3,1, we can associate V with the set of
self-adjoint matrices {X ∈ M2×2 |X∗ = X} by the map

(x0, x1, x2, x3) ∈ R3,1 → X = x0iσ0 + x1σ1 + x2σ2 + x3σ3 .

One can check that σ2X
tσ2 = X−1 detX and the inner product inherited from V

is

〈X, Y 〉 = (−1/2)trace(Xσ2Y
tσ2) ,

so

〈X, X〉 = − detX ,

for self-adjoint matrices X, Y .

2.4. The case M3 = R3.

Theorem 2.1. Let u and Q solve

4uzz̄ − QQ̄e−2u + e2u = 0 , Qz̄ = 0 ,(2.7)

and let F (z, z̄, λ) be a solution, which is in SU(2) for all λ ∈ S1 and is complex
analytic in λ, of the system

Fz = FU , Fz̄ = FV(2.8)

with

U =
1
2

(
uz −euλ−1

Qe−uλ−1 −uz

)
, V =

1
2

(−uz̄ −Q̄e−uλ
euλ uz̄

)
.(2.9)

Define

f =
[−1

2
F

(
i 0
0 −i

)
F−1 − iλ(∂λF ) · F−1

]∣∣∣∣
λ=1

.(2.10)

Then f is of the form

−i

2

( −t r + is
r − is t

)
,(2.11)
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for reals r, s, t, and

(r, s, t)

is a conformal parametrization of a CMC 1/2 surface in R3, parametrized by z.
Furthermore, every CMC 1/2 conformal immersion in R3 can be attained this way.

2.5. The case M3 = S3.

Theorem 2.2. Let u and Q solve (2.7) and let Fj(z, z̄, λ = e−iγj ), j = 1, 2, be two
solutions of the system (2.8)-(2.9) such that F (z, z̄, λ) ∈ SU(2) for all λ ∈ S1 and
F (z, z̄, λ) is complex analytic in λ. Define

f = F1

(√
ei(γ2−γ1) 0

0
√

ei(γ1−γ2)

)
F−1

2 .(2.12)

Then f is a conformal immersion with CMC H = cot(γ1−γ2) into S3. Conversely,
every conformal immersion with CMC H = cot(γ1 − γ2) into S3 can be attained
this way.

2.6. The case M3 = H3, with H > 1.

Theorem 2.3. Let u and Q solve (2.7) and let F (z, z̄, λ = e−q/2e−iψ) for some
real q be a solution of the system (2.8)-(2.9) such that F ∈ SU(2) for all λ ∈ S1

and F is complex analytic in λ. Then

f = F

(
0 −ie−q/2

ieq/2 0

)
F−1σ2(2.13)

is a CMC H = coth q conformal immersion into H3. Conversely, all CMC H =
coth q conformal immersions into H3 can be attained this way.

3. The DPW recipe

We saw in Section 2 that finding CMC H �= 0 surfaces in R3 and CMC H
surfaces in S3 and CMC H > 1 surfaces in H3 is equivalent to finding integrable
Lax pairs of the form (2.8)-(2.9) and their solutions F . Then the surfaces are found
by using the Sym-Bobenko type formulas (2.10) and (2.12) and (2.13). So to prove
that the DPW recipe finds all of these types of surfaces, it is sufficient to prove
that the DPW recipe produces all integrable Lax pairs of the form (2.8)-(2.9) and
all their solutions F . The goal of this section is to show how this is done in [8].

3.1. The loop groups. Let Cr be the circle of radius r ≤ 1 centered at the origin
in C.

Definition 1. For any r ∈ (0, 1] ⊂ R, we define the following loop groups:

(1) The twisted sl(2, C) r-loop algebra is

Λrsl(2, C) = {A : Cr →C∞
sl(2, C) | A(−λ) = σ3A(λ)σ3 } .

(The condition A(−λ) = σ3A(λ)σ3 is why we call the loop group ”twisted”.)
(2) The twisted SL(2, C) r-loop group is

Λr SL(2, C) = {φ : Cr →C∞
SL(2, C) | φ(−λ) = σ3φ(λ)σ3 } .
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(3) The twisted SU(2) r-loop group is

Λr SU(2) = {F ∈ Λr SL(2, C) | F (1/λ̄)∗ = (F (λ))−1 ,

F = F (λ) extends holomorphically to λ for r < |λ| < r−1

and continuously for r ≤ |λ| ≤ r−1}
∼= {F : Cr →C∞

SL(2, C) | F = F (λ) extends holomorphically to

λ for r < |λ| ≤ 1 and continously for r ≤ |λ| ≤ 1 and F |C1 ∈ SU(2) } .

When r = 1, we may abbreviate Λ1 SU(2) to Λ SU(2). The condition in
Λ SU(2) that F extends holomorphically is vacuous.

(4) The twisted plus r-loop group with R+ constant terms is

Λ
+,r,R+SL(2, C) = {B ∈ Λr SL(2, C) | B extends holomorphically to λ for |λ| < r

and continuously for |λ| ≤ r , and B|λ=0 =
(

ρ 0
0 ρ−1

)
with ρ > 0 } .

When r = 1, we may abbreviate Λ
+,1,R+SL(2, C) to Λ+SL(2, C).

(5) The twisted plus r-loop group with general constant terms is

Λ+,rSL(2, C) = {B ∈ Λr SL(2, C) | B extends holomorphically to λ for

|λ| < r and continously for |λ| ≤ r } .

(6) The twisted minus r-loop group with id constant terms is

Λ−,r,∗SL(2, C) = {B ∈ Λr SL(2, C) | B extends holomorphically to λ for

|λ| > r and continously for |λ| ≥ r , and B|λ=∞ = id } .

3.2. Iwasawa and Birkhoff splittings. It is irrelevant how we topologize the
loop algebra and loop groups, as long as the smooth loops are contained in the topol-
ogy, since we will always be staying in the smooth category. However, to state the
next two splitting lemmas, we must choose a topology. Let us choose the topology
determined by the Hα norm for some α > 1/2 (see [20]). With respect to this norm,
all of the above smooth loops will have finite norm. (Loops with poles will proba-
bly not have finite norm.) We can then extend the above loop groups Λr SL(2, C),
Λr SU(2), Λ

+,r,R+SL(2, C), Λ+,rSL(2, C) and Λ−,r,∗SL(2, C) to their completions
with respect to the Hα norm. Then the notion of diffeomorphisms between these
loops groups, and also the notion of smooth (resp. real-analytic, complex-analytic)
dependence of the following splittings on z, makes sense.

Lemma 3.1. (Iwasawa decomposition) For any r ∈ (0, 1], we have the follow-
ing real-analytic diffeomorphism globally defined from Λr SL(2, C) to Λr SU(2) ×
Λ
r,+,R+ SL(2, C): For any φ ∈ ΛrSL(2, C), there exist unique F ∈ Λr SU(2) and

B ∈ Λ+,rSL(2, C) so that

φ = FB .

We call this r-Iwasawa splitting of φ. We r = 1, we may call it simply Iwasawa
splitting. Because the diffeomorphism is real-analytic, we know that if φ depends
real-analytically (resp. smoothly) on some parameter z, then F and B do as well.
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From now on, whenever we apply these splitting results, it is sufficient to simply
check that the loops we are splitting are smooth.

3.3. The DPW method. We now describe the DPW method. Let

ξ = A(z, λ)dz , A(z, λ) ∈ Λsl(2, C) ,(3.1)

where A := A(z, λ) is holomorphic in both z and λ for z ∈ Σ and λ ∈ C \ {0}.
Furthermore, we assume the following:(

A has a pole of order at most 1 at λ = 0,
and the upper-right entry of A really does have a pole at λ = 0.

)
(3.2)

We call ξ a holomorphic potential.
In practice, when we wish to make specific examples of CMC surfaces, we will

write A in the form

A = A−1(z)λ−1 + A0(z) + A1(z)λ + A2(z)λ2 + ... ,

where the Aj = Aj(z) ∈ M2×2 are holomorphic in z ∈ Σ and do not depend
on λ. By (3.2), we must choose A−1 so that its upper-right entry is never zero
on Σ. Because A ∈ Λsl(2, C), Aj is off-diagonal (resp. diagonal) when j is odd
(resp. even). Furthermore, all Aj are traceless. In fact, in all the example we later
consider, only finitely many of the Aj will be nonzero.

Let φ be the solution to

dφ = φξ , φ(z∗) = id

for some base point z∗ ∈ Σ. Then φ is holomorphic and

φ ∈ ΛSL(2, C) .

By Lemma 3.1 above, we can perform r-Iwasawa splitting, and write the result as

φ = FB .

Proposition 3.2. Up to a conformal change of the coordinate z, F is a solution
to a Lax pair of the form (2.8)-(2.9).

3.4. The meaning of dressing and gauging. Given a solution φ to dφ = φξ, if
we define

φ̂ = h+(λ) · φ · p+(z, z̄, λ) , h+, p+ ∈ Λ+ SL(2, C) ,

then the multiplication on the left by h+ is a dressing, and the multiplication on the
right by p+ is a gauging. The matrix h+ cannot depend on z. The matrix p+ can
depend on z, but must have trivial monodromy about all loops in the z-domain.

Note that φ̂ satisfies dφ̂ = φ̂ξ̂, where

ξ̂ = p−1
+ ξp+ + p−1

+ dp+ .

Hence,
the dressing h+ does not change the potential ξ, and changes only the
resulting surface.

Furthermore, if we look at the Iwasawa splittings φ = FB and φ̂ = F̂ B̂, then the
change F → F̂ is affected only by h+, and is independent of p+, hence

the gauging p+ does not change the surface, and changes only the
potential ξ.
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To see how the surface is changed by h+, one must Iwasawa split h+F into h+F =
F̃ B̃, and then F̂ equals F̃ , so the change in the frame is not trivial to understand,
hence the change in the surface is also not trivial to understand.

However, it is easier to understand how the monodromy matrices of φ and φ̂
are related by h+, and this is often just the information we need, because we are
interested in getting the monodromy matrices into SU(2) so we can solve period
problems. Define M and M̂ by

φ → Mφ , φ̂ → M̂φ̂

as one travels about some loop in the z-domain. Then it is simple (i.e. Iwasawa
splitting is not required) to check that

M̂ = h+Mh−1
+ .

3.5. Period problems in S3 and H3. In the case of R3, we have a six real
dimensional period problem for each homology class of loops, as in [15]. If M
is defined so that φ → M · φ about a loop on the Riemann surface (with local
coordinate z), then the Sym-Bobenko formula implies that the immersion changes
as

f → [
MfM−1 − iλ(∂λM)M−1

]
λ=1

as one travels about the loop. M is independent of z, but not of λ. Supposing that
we already know M ∈ SU(2) for all λ ∈ S1, then for the surface to be well defined
about the loop we need to know that

M |λ=1 = ±id and ∂λM |λ=1 = 0 ,(3.3)

that is, we need to get (M, ∂λM)|λ=1 to be the identity element (up to sign) in
SU(2) × su(2). Since the dimension of the space SU(2) × su(2) is six, the period
problem is six dimensional.

For the cases of S3 and H3, we check here that again the period problem is six
dimensional.

H3 case, H > 1: About a loop we have F → M ·F , and assume that we already
know M is unitary on S1 (i.e. (M(λ)∗)−1 = M(1/λ̄) for all λ ∈ C \ {0}). About
the loop, the immersion changes as

f →
[
Mf

(
0 −i
i 0

)
M

−1
(

0 −i
i 0

)]
λ=eq/2

.

So for the surface to be well defined about the loop, we need

M |λ=eq/2 =
(

a b
c d

)
= ±id ,(3.4)

that is, we need the identity element (up to sign) in SL(2, C). (Note that even
though M is unitary on S1, we can only consider the problem in SL(2, C), i.e.(

a b
c d

)
∈ SL(2, C) ,

because λ = eq/2 does not lie on S1.) Since SL(2, C) is six dimensional, so is the
period problem.
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S3 case: Again assume M1, M2, defined by Fj → Mj ·Fj as we travel about the
loop, are unitary on S1. The pair (λ1, λ2) = (1, e2iψ) implies

f = F1

(
eiψ 0
0 e−iψ

)
F−1

2 .

So when we travel about the loop, we have

f → M1fM−1
2 .

To close the surface about this loop, we need

M1 = M2 = ± id .(3.5)

Note that Mj are in SU(2), since |λj | = 1. So we need the identity element (up
to sign) in SU(2) × SU(2). As SU(2) × SU(2) is six dimensional, so is the period
problem.

4. Surfaces of Revolution

4.1. Cylinders via DPW. Define

ξ = λ−1

(
0 a
a 0

)
dz

z
,

for the complex variable z ∈ C and λ ∈ S1 and a ∈ R.
When M3 = R3, we choose a = 1/4. When M3 = H3, we choose λ = eq/2

for q ∈ R+ and a = 1/(4 cosh(q/2)), so λ > 1 and the resulting surface has mean
curvature H = coth q > 1. When M3 = S3, we choose λ1 = eiγ and λ2 = e−iγ

for γ ∈ (0, π/4] and a = 1/(4 cos γ), so the resulting surface has mean curvature
H = cot(2γ).

In each of these three space forms, the conditions (3.3), (3.4) and (3.5) are
satisfied, respectively. Hence in all three cases we have produced surfaces that are
homeomorphically cylinders.

4.2. Delaunay surfaces via DPW. Delaunay surfaces via DPW in R3 are de-
scribed in detail in [17].

Define

ξ = D
dz

z
, where D =

(
r sλ−1 + tλ

sλ + tλ−1 −r

)
,

with r, s, t ∈ R.
• When M3 = R3, (3.3) is satisfied if

r2 + (s + t)2 = 1/4 ,

so we impose this condition when M3 = R3.
• When M3 = H3, (3.4) is satisfied if

r2 + (s + t)2 + 4st sinh2(
q

2
) = 1/4 ,

so we impose this when M3 = H3.
• When M3 = S3, (3.5) is satisfied if

r2 + (s + t)2 − 4st sin2(γ) = 1/4 ,

so we impose this when M3 = S3.
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5. Bubbletons

5.1. Bubbletons via DPW. Let R be the Riemann surface S2\{p1, p2} with the
standard holomorphic structure. Using stereographic projection, we can denote
R = C ∪ {∞}\{p1, p2}. And using a Moebius transformation, we can transform R
to C∗ = C\{0}. Stereographic projection and Moebius transformations preserve
the holomorphic structure of the Riemann surface. So we need only consider R =
C∗ = C\{0}.

Let φ(z, λ) be a solution of dφ = φξ with some initial condition φ(z∗, λ) at
z = z∗ and let φ = F · B be the r-Iwasawa splitting of φ, where ξ = A(z, λ)dz
and A(z, λ) ∈ Λrsl(2, C) for some r ∈ (0, 1]. Let f be as in the Sym-Bobenko
formula (2.10) or (2.12) or (2.13), respectively, made from the extended frame F .
We assume that the monodromy Mφ of φ (associated to a counterclockwise loop
around z = 0) is in ΛrSU(2) and Mφ satisfies one of the closing conditions (3.3) or
(3.4) or (3.5), respectively. Thus f is well-defined on R.

Consider the dressing φ → φ̃ := h · φ, where h is the matrix

h =



√

1−ᾱ2λ2

λ2−α2 0

0
√

λ2−α2

1−ᾱ2λ2


 , α ∈ C∗.

Let φ̃ = F̃ ·B̃ be the r-Iwasawa splitting of φ̃ and let f̃ be the Sym-Bobenko formula
(2.10) or (2.12) or (2.13), respectively, made from the extended frame F̃ . Note that
if |α| < r or r−1 < |α|, then h ∈ ΛrSU(2). So the surface f̃ differs from f by only
a rigid motion. Therefore we assume r < |α| < 1.

Lemma 5.1. If hMφh
−1 in ΛrSU(2), then F̃ changes to (hMφh

−1) · F̃ when
one travels a counterclockwise loop around z = 0. Hence the monodromy of F̃
is hMφh

−1.

Noting the previous lemma, we define the bubbleton surfaces.

Definition 2. Let f, f̃ : R −→ R3 or H3 or S3 be CMC immersions derived from
the above solutions φ and φ̃. Then f̃ is a bubbleton surface of f if hMφh

−1 ∈
ΛrSU(2).

Lemma 5.2. The bubbleton f̃ satisfies the closing condition: that is, it is well-
defined on R.

Theorem 5.3. There exist cylinder bubbleton and Delaunay bubbleton surfaces for
all three space forms.

5.2. Computing the change of frame for the simple type dressing. Now we
do the story of the Bäcklund transformation in the sense of Terng and Uhlenbeck
(see [25]). This will lead to explicit parametrization of the cylinder bubbletons in
all three space forms.

Let φ be a solution of dφ = φξ with the some initial condition φ(z∗, λ) and
let φ = F · B be the r-Iwasaswa splitting. In this section, the situation and the
assumptions are the same as in Section 5. We consider C2 with inner product 〈, 〉
and e1, e2 forming the orthonormal basis

e1 =
(

1
0

)
, e2 =

(
0
1

)
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of C2. We define two subspace V1, V2 spaned by v1, v2.:

V1 := {a · v1|v1 =
(

Ā
λ−1ᾱ−1B̄

)
, a ∈ C}, V2 := {a · v2|v2 =

(−λα−1B
A

)
, a ∈ C}

where

F |λ=α =
(

A B
C D

)

We define projections π1, π2, π̃1, π̃2 and linear combinations h, h̃ of these projec-
tions.




π1 := orthogonal projection to e1

π2 := orthogonal projection to e2

h := f−1/2π1 + f1/2π2




π̃1 := projection to V1 parallel to V2

π̃2 := projection to V2 parallel to V1

h̃ := f−1/2π̃1 + f1/2π̃2

where

f =
λ2 − α2

1 − ᾱ2λ2
.

Note that in general π̃1 and π̃2 are non-orthogonal projections.
We now define a matrix C ∈ Λr SU(2):

C :=
−ieiθ√|T |2 + 1

(
1 Tλ

T̄λ−1 −1

)
,

where T =
ᾱ−1AB̄(1 + ᾱ2)
|A|2 − ᾱ2

|α|2 |B|2 and θ = arg
(|A|2 − ᾱ2

|α|2 |B|2) .

Theorem 5.4. Let φ be a solution of dφ = φξ on R and let φ = FB be the r-
Iwasawa splitting of φ. We assume that the monodromy Mφ of φ is in Λr SU(2) and
is ±id at λ = ±α,±ᾱ−1. We do the dressing φ → h·φ, then hφ = (hF h̃−1C−1)(Ch̃B)
is r-Iwasawa splitting of h ·φ, i.e. hF h̃−1C−1 ∈ Λr SU(2) and Ch̃B ∈ Λr+ SL(2, C),
where h, h̃, C are defined as above.

Theorem 5.4 has the following corollary:

Corollary 5.5. We have explicit parametrizations for cylinder bubbletons in all
three space forms using the Sym-Bobenko formulas (2.10), (2.12) and (2.13).

5.3. Equivalence of the simple type dressing and Bianchi’s Bäcklund
transformation on the cylinder. In this section we prove the equivalence of
the simple type dressing and Bianchi’s Bäcklund transformation in R3 in the case
of the cylinder. Bianchi’s Bäcklund transformation is described in [24]. Actually, in
the cylinder case, we can show that the metric, the Hopf differential and mean cur-
vature of Bianchi’s Bäcklund trasformation are the same as those resulting from the
simple type dressing. In a general setting, Fran Burstall [5] has proven that equiv-
alence of the simple type dressing and Darboux transformation of CMC surfaces.
This implies the equivalence of the simple type dressing and Bianchi’s Bäcklund
transformation, because Udo Hertrich-Jeromin and Franz Pedit [7] have proven
that the equivalence of Darboux transformation of CMC surfaces and Bianchi’s
Bäcklund transformation of CMC surfaces. Thus what we are proving here is only
a special case of something that has been recently proven by Fran Burstall. But we
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include a proof here, because our proof is more direct and tailored to the case for
which we need it.

Theorem 5.6. Bianchi’s Bäcklund transformation of the cylinder and the simple
type dressing of the cylinder are the same surface.

5.4. Parallel surfaces of the bubbletons. CMC surfaces have parallel CMC
surfaces. In this section, we prove that the parallel surfaces of the bubbletons are
the same surface as the original bubbletons. First we derive a result on parallel
CMC surfaces that can be found in [2]:

Theorem 5.7. Let f be a confromal CMC surface defined by the Sym-Bobenko
formula (2.10) on a simply-connected domain D ⊆ R2. Then

f∗ =
[
1
2
F

(
i 0
0 −i

)
F−1 − iλ(∂λF ) · F−1

]∣∣∣∣
λ=1

.

is a conformal parametrization of another CMC surface defined for (x, y) ∈ D. We
denote the metric, the mean curvature and the Hopf differential of f∗ by 2e2u∗

(dx2+
dy2), H∗ and Q∗, respectively. Then the conformal factor of 2e2u∗

(dx2 + dy2), H∗

and Q∗ have the following forms:

2e2u∗
= 2e−2u|Q|2 ,

H∗ = H ,

Q∗ = Q .

Here 2e2u(dx2 + dy2), H and Q are the metric, the mean curvature and the Hopf
differential of the CMC surface f , respectively. We call f∗ the parallel surface of
f .

Theorem 5.8. The parallel surface of a cylinder bubbleton is the same surface as
the original cylinder bubbleton, up to a rigid motion.
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