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1. Introduction

This paper is concerned with the canonical testing problem in modern statistical infer-

ence, namely the two-sample test for equality of means of independent multivariate popu-

lations with very large dimensions. Precisely, let xgk = (xg1k, . . . , xgpk)
>, k ∈ {1, . . . , ng},

be ng iid random vectors with xgk ∼ Np(µg, Σg), g ∈ {1, 2}, where µg ∈ Rp, Σg ∈ Rp×p
>0 ,

represent the usual parameters.

We are interested in testing the hypothesis H : ‖µ1 −µ2‖ = 0, vs. A : ‖µ1 −µ2‖ > 0

where ‖ · ‖ denotes L2-norm. A common feature of the modern high-dimensional data

is that the dimension of xgk exceeds the number of sampled observations, the so-called

“large-p-small-n” problem which breaks down applicability of the classical Hotelling’s T 2-

test. The best-known test procedure which accommodates high-dimensional data and

allows for Σ1 6= Σ2 is the L2-type test statistics introduced by Chen and Qin (2010),

(hereafter called for Ch-Q test) who tested H based on the unbiased estimator of the

squared L2-norm of the difference ‖µ1 − µ2‖2 written as

Tn = ‖x1 − x2‖2 −
2∑

g=1

tr(Sg)/ng,

where n = n1 + n2, xg and Sg are the sample mean and sample covariance matrix of gth

population and E(Tn) = ‖µ1 − µ2‖2. To the unbiasedness property of Tn, Chen and Qin

(2010) quantified its variance

σ2
n = var(Tn) =

2∑
g=1

2tr(Σ2
g)

ng(ng − 1)
+

4tr(Σ1Σ2)

n1n2

,

under H, and show that the distribution of Tn admits a normal limit after appropriate

rescaling.

The normal approximation, while representing the conventional class of limiting laws

is often too loose for large-p-small-n settings or fails to capture the tail behavior of the

resulting distribution, as it occurs when dealing with the hypothesis testing using the

L2-type test statistics, see e.g. results of empirical study of Nishiyama et al. (2013)

and Hyodo et al. (2014). In what follows, we first present a theoretical analysis of this

problem which requires understanding of the rate of convergence of Tn to its normal limit,



and then introduce two new approximations which are more accurate in the asymptotic

regime where both n and p tend to infinity.

2. Main results

2.1. Our approximations

To provide the intuition behind the approximations which we propose, let ψ
eTn

(t)

denote the characteristic functions of T̃n = Tn/σn and consider expansion of the cumulant

generating function

ln(ψ
eTn

(t)) =
∞∑

j=1

κj(T̃n)
(it)j

j!

where the constants κj(T̃n) are known as cumulants of T̃n (see e.g. Muirhead (1982)).

Also, without loss of generality, let λr(Λ) be the r-th largest eigenvalue of the matrix

Λ = (n/n1)Σ1 + (n/n2)Σ2 and let ∆ = λ1(Λ)2/tr(Λ2).

Our primary tool in constructing the approximations is the so-called cumulant match-

ing technique which requires existence of all cumulants of T̃n up the third order. After

some cumbersome but straightforward manipulations, we obtain the first three cumulants

of T̃n as κ1 = 0, κ2 = 1, κ3 = 6a, where a = 4b/(3σ3
n) and

b =
2∑

g=1

(ng − 2)tr(Σ3
g)

n2
g(ng − 1)2

+
3tr(Σ2

1Σ2)

n2
1n2

+
3tr(Σ1Σ

2
2)

n1n2
2

.

Further, by approximating lnψ
eTn

(t) up to the third order cumulant, we obtain ln ψ
eTn

(t) ≈
−t2/2 + a(it)3, which in turn provides the approximation of the characteristic function of

T̃n as

ψ
eTn

(t) ≈ e−t2/2 + a(it)3e−t2/2 (1)

By this result, the normal approximation of T̃n is immediately achieved by inverting the

first term on the right side of (1), that is F
eTn

(t) = Φ(t) + o(1), as ∆ = 0.

On the other hand, inverting the right side of (1) term by term provides the approxi-

mating distribution of T̃n of the form F2(x) = Φ(x) + a(1 − x2)φ(x), where φ(x) denotes

the density of Φ(x). This latter representation of F2(x) is also known as the higher order

Edgeworth expansion of the distribution of T̃n.

Another avenue of research delivers a χ2-approximation of T̃n; this look on the problem

is motivated by the work of Buckley and Eagleson (1988) and Zhang (2005), who stud-

ied approximation of noncentral χ2-type mixtures by using cumulant matching to single

noncentral χ2 random variable. More precisely, let Vd denote the χ2-distributed random

variable with d degrees of freedom and let Gd(·) denote the corresponding cumulative

distribution function. The formulation of the approximation rests on the fact that, by

setting d = 2/(9a2) = σ6
n/(8b

2), the first three cumulants of the two random variables,

T̃n and Cd = (Vd − d)/
√

2d, are exactly the same. Using this fact, we can approximate

F
eTn

(x) by F3(x) = Gd(
√

2dx + d).



2.2. Error bounds for approximations

In the following we assess the theoretical properties of our approximations. To es-

tablish the rate of convergence, we first obtain the explicit bounds for the Kolmogorov

distance between the distribution of T̃n and its approximations Φ(x), F2(x), and F3(x).

Now, the following theorem, which is the main theoretical result of this paper, states the

weak convergence for the distribution of T̃n to its approximate limits and provides the

corresponding error bounds in terms of ∆.

Theorem 1. The distribution of T̃n satisfies the following properties under H:

(i) For any n1, n2, p, Σ1, Σ2 such that ∆ < 1/8,

sup
x∈R

|F
eTn

(x) − F2(x)| ≤ 3∆

2πω

{
2 +

8!1/4

8(1 − 8∆)2

}
+

8∆(2 + ω)

9πω2
.

(ii) For any n1, n2, p, Σ1, Σ2 such that ∆ < 1/8,

sup
x∈R

|F
eTn

(x) − F3(x)| ≤ 3∆

2πω

{
2 +

8!1/4

8(1 − 8∆)2

}
+

{10 + 3(1 − 8∆)−2}∆
2π

.

(iii) For any n1, n2, p, Σ1, Σ2 such that ∆ < 1/6,

sup
x∈R

|F
eTn

(x) − Φ(x)| ≤ 2∆1/2

2πω

{
3
√

π +
6!1/4

√
2

3(1 − 6∆)3/2

}
,

where ω is omega constant which is a mathematical constant defined by ω exp(ω) = 1, and

ω ≈ 0.56714.

The following corollary is prepared for evaluation of the convergence rate of the pro-

posed approximations in a general high-dimensional asymptotic regime.

Corollary 1. Assume that for g ∈ {1, 2} the eigenvalues of Σg admit the representation

λr(Σg) = ar(g)pβr(g) , r ∈ {1, . . . , tg} and λr(Σg) = cr(g), r ∈ {tg + 1, . . . , p},

where ar(g), cr(g) and βr(g) are positive and fixed constants and tg is fixed positive integer.

Let further β(1) = max{β1(1), β2(1)} < 1/2. Then, for any n such that either both n1 and

n2 are fixed or n1/n2 → γ ∈ (0,∞) as n1, n2 → ∞, it holds that

(i) supx∈R |F
eTn

(x) − F2(x)| = O(p2β(1)−1),

(ii) supx∈R |F
eTn

(x) − F3(x)| = O(p2β(1)−1),

(iii) supx∈R |F
eTn

(x) − Φ(x)| = O(pβ(1)−1/2).

We now return to the Ch-Q statistic presented in Section 1 and exploit our proposed

approximations to furnish a test of significance of H : ‖µ1−µ2‖ = 0, vs. A : ‖µ1−µ2‖ > 0

at the level 0 < α < 1. By using the result (2.2) in Hall (1983) along with Corollary 1,

we state the following.



Corollary 2. Assume the same conditions as for Corollary 1. Then, for any point x in

the compact subset of R, F
eTn
{x + a(x2 − 1)} = Φ(x) + o(pβ(1)−1/2).

Direct applications of Corollaries 1 and 2 provide the critical values for the corre-

sponding approximate tests which can be calibrated based on χ2 and normal quantiles,

respectively.

3. Application to two sample test

The Ch-Q test with the proposed approximations rests on the adjusted α-quantiles,

q2(α) = zα+4b(z2
α−1)/(3σ3

n) and q3(α) = (χ2
d(α)−d)/(2d)1/2, both depending on unknown

quantities, σn, b, and d. Now, for practical applications of the proposed approximations,

we use q̂2(α) and q̂3(α) which are constructed by plugging the estimators of tr(Σ2
g), tr(Σ3

g),

tr(ΣgΣh) and tr(Σ2
gΣh) into σn, b, and d. The obtained estimated quantiles serve as critical

values for the corresponding approximate level α tests are obtained as follows:

reject H ⇐⇒ Tn > σ̂nq̂2(α),

reject H ⇐⇒ Tn > σ̂nq̂3(α).

The following theorem provides the ratio consistency of the estimated quantiles of Tn

in a general high-dimensional asymptotic regime.

Theorem 2. For fixed α ∈ (0, 1), under the same conditions as for Corollary 1,

σ̂nq̂2(α)

σnq2(α)
= 1 + Op(n

−1/2
1 ) + Op(n

−1/2
2 ),

σ̂nq̂3(α)

σnq3(α)
= 1 + Op(n

−1/2
1 ) + Op(n

−1/2
2 ).

4. Numerical study

We evaluate empirical quantiles of T̃n to assess the accuracy of the proposed approxi-

mations q2(α) and q3(α) for some selected parameters. Also, we evaluate the sizes of the

proposed tests, and for comparison exploit the existing Ch-Q procedure.
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